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Experimental determination of ionization cluster size distributions
in counting gases
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The distribution of the number of electrons contained in the ionization clusters formed along the track of minimum iomung
particles has been determined experimentally. Results are presented for argon, helium, methane, ethane, propane, isobutane and
carbon dioxide, i .e ., for gases which are commonly used as counting gases in drift chambers . The probabilities w(n) for the formation
of a cluster containing n electrons were found to be monotonically decreasing for increasing n . Typical values for w(1) are 0.66 (Ar),
0.77 (He), and 0.79 (CH4). The results are compared with model predictions.

1. Introduction

The wide-spread use of drift chambers in high en-
ergy physics experiments and in other applications is
mainly motivated by the good space resolution and the
large area of these detectors. The space resolution de-
pends on a number of factors; one of them is the
microscopic structure of the particle tracks . The "granu-
larity" of the track, in combination with the drift time
dispersion, can even be the dominating effect .

It is well known that the ionization along a particle
track is not deposited as randomly distributed single
electron-ion pairs but in lumps, or "ionization clusters",
each cluster being produced as a result of an individual
primary ionization act: The electron struck by the inci-
dent particle may acquire sufficient energy to ionize one
or more additional atoms. Also more than one electron
electron may be ejected from a single atom, e.g. by the
Auger effect following inner-shell ionization .

The number of electrons per cluster, in the following
referred to as "cluster size", may vary from n =
1, 2, 3, - - - up to very large values. In the latter case, it
is more approximate to speak of 8-rays, since the cluster
evolves into a visible track. At any rate, the cluster size
is a function of the energy E transferred in the primary
ionization act, n being roughly proportional to E. For
large energy transfers (collisions with small impact
parameter), the atomic binding of the struck electron
can be neglected and the cross section is essentially
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given by the Rutherford scattering formula [1] :
z

dE =0255 x 10 -24 cm2 MeV
flzE2

.

	

(1)

z and ß are the charge and velocity of the incident
particle, respectively . For distant collisions the interac-
tion with the whole atom has to be considered, which is
difficult to calculate. This difficulty concerns the vast
majority of ionizing collisions since distant collisions
are by far more frequent than close collisions.

Very little is known experimentally about the cluster
size distribution, i.e., about the probability w(n) to
produce in a primary ionization act a cluster containing
n electrons. Early measurements with cloud chambers
are the only piece of information [2,3] . A theoretical
study of the cluster size distribution along the tracks of
fast particles passing through argon was made by
Lapique and Piuz [4]. These authors start from a for-
mula for da/dE given by Chechin et al. [5] covering
the range of both small and large energy transfers. They
determine the kinetic energies of the electrons elected at
a given value of E and study carefully the number of
free electrons eventually released . The primary aim of
the paper is to study the method of cluster counting [6]
as a means of particle identification . However, the
cluster size distribution obtained by Lapique and Piuz is
generally used for simulation studies of the response of
drift chambers, since it is so far the only source of
information for numerical values of w(n) .

In the present paper, we report on an expenmental
determination of the cluster size distribution along the
tracks of fast electrons (ß = 0.8-0 .97) in argon, helium
and in some molecular gases which are commonly used



in drift chambers . The method covers the range of one
to about 15 electrons per cluster . It will be shown that
beyond this range the cluster size distribution is essen-
tially given by the Rutherford scattering approximation,
eq . (1) . Therefore, we will present the complete informa-
tion on w(n) for the gases mentioned above #1 .

2 . Experimental method

In order to determine the number of electrons in
ionization clusters, we first isolate an individual cluster,
we then separate the electrons from each other and
finally count the number of electrons . The apparatus is
shown in fig. 1 .
A 90Sr source S is mounted in a collimator defining a

narrow beam of ß-rays . The ß-particles cross two
Geiger-Mitller counters GM, the cluster extraction de-
vice CED, and a narrow opening in the scintillator SC2 .
They are finally stopped in the scintillator SCI, where
their energy can be measured. The coincidence

((GMI or GM2), SCl, SC2)

2.1 . Isolation of individual ionization clusters
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is used as a trigger signal indicating the passage of an
electron through CED. If an ionization cluster is formed
in the active part of the CED, the electrons are injected
into a drift region, 42 cm long, in which they are
separated from each other by diffusion . Finally, the
electrons are counted at the counting wire CW. All
elements of the apparatus are enclosed in a vessel filled
with the gas under investigation .

The cluster extraction device CED is shown in fig 2 .
It consists of a central wire (r1 = 10 Wm) and two
concentric tubes, the inner one with radius r2 = 2 mm,
the outer one with radius r3 = 20 mm. These electrodes
are connected to potentials HVl and HV2 generating a
radial electrical field . The inner tube carries a narrow
slit (1 mm wide) defining the active part of the CED.
The outer tube has a larger opening (15 x 15 mm2) . The
ß-particles pass the device as shown in fig . 2 . Once a
primary ionization cluster is formed in the active region,
the electrons of the cluster are extracted . Due to the
relatively high electric field at r < r2, the initial diffusive
displacement of the electrons is small (typically a few
lim) . The opening at r3 is large enough so that all
electrons are transferred into the drift space. HVl and
HV2 are adjusted such that the field at r3 is equal to the
homogeneous field in the drift space . The field at r2 is
about 10 times larger.

#1 A more detailed description of this work is given in H.
Fischle, Thesis (1990), Fakultät für Physik und Astronomie,
Universität Heidelberg, Germany.
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Fig. 1 . Experimental apparatus. S : 90Sr source, GM : Geiger
counter, CED : cluster extraction device, SC : scintillators, G :

grid, CW : counting wire, QW: quartz window .

We operate the device at gas pressures in the range
of 100 Torr. At this pressure, we expect to produce an
electron cluster in the active part of the CED with a
probability of 10-20`x, hence the probability to see
more than one cluster at a time should be a few percent
only.

2.2. Spatial separation of the electrons

At the formation, the spatial extension of a cluster is
small, usually less than 100 Rm . At the end of the drift
space, the spatial distribution of the electrons is Gauss-

Fig. 2 . Detailed view of the cluster extraction device.
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ian with characteristic widths a, (longitudinal) and al
(transverse) . The spread of the arrival times is given by
a, and the drift velocity vD. It should be considerably
larger than the minimum resolvable arrival time dif-
ference which is given by the width of the counting
pulse, typically 30 ns . For all gases investigated here,
the drift parameters vD, a, and a, and their dependence
on the reduced field strength are known [7]. On this
basis, the geometry of the drift space was fixed as
shown in fig. 1 . At an electrical field E= 10 V/ cm,
p = 100 Torr we expect a spread of the arrival times
a,/VD = 1 ~ts and a lateral spread of the electrons of the
order of a few cm .

2.3. Detection ofsingle electrons

For the work described here, it is most essential to
detect the individual electrons with an efficiency close
to 100% while operating the counting wire strictly in the
proportional mode . The first feature is necessary in
order to avoid tedious corrections which would seri-
ously reduce the accuracy of the results . The second is
essential for avoiding after pulses which would upset
the correct electron counting. Separate studies were
carried out in order to explore the operational condi-
tions meeting these requirements .

For this purpose, cylindrical counting tubes equipped
with quartz windows were operated at a gas pressure of
100 Torr . Single electrons were produced irradiating the
tubes with UV light from a Hg lamp . Results obtained
with different anode wire radii are shown in fig. 3. In
the proportional regime, the pulse charge distribution is
essentially given by an exponential function superim-
posed on a sharp drop at small pulse heights . We have
to reach a gas amplification such that the drop occurs
well above the amplifier noise level. Afterpulses are

Trigger
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Fig. 3 . Pulse charge spectra of single photoelectrons obtained
in cylindrical counting tubes using different wire diameters.
Gas filling : CH4, 100 Torr . The full line is an exponential

function fitted to the data points at low pulse charge.

occurring if the gas amplification runs into a semi-Geiger
mode . They are directly observable by oscilloscope ;
they manifest themselves in fig . 3 by deviations from
the exponential slope [8] . We conclude that we can
reach our goal by using rather thick counting wires: 400
[Lm wires for studying molecular gases such as CH4, 800
Win wires for rare gas/CH, mixtures .

The position of the counting wire is shown in fig . 1 .
A grid separates the drift space from the counting
region. At the bottom of the gas vessel, a quartz window
is mounted for the injection of UV light. By studying
the pulse shape and the pulse charge distribution of
single photoelectrons, it is possible to monitor the elec-
tron detection efficiency and the absence of afterpulses .

Fig. 4. Electronics . Gl-G4: gate circuits, FF : flipflop, GF : Gauss filter, D: discriminator. DL401 is a Flash ADC module used as a
waveform digitizer.



2.4. Electronics

The electronics used to record the signals of the
counting wire CW is shown in fig . 4 . A high-gain
common-base amplifier with a FET source follower
input stage followed by a Gaussian filter is connected to
a passive split . At this stage, the rise time of the pulses
is 10 ns and the rms noise level, counting wire con-
nected, corresponds to the charge of 1850 electrons . As
an example for the pulse shape obtained, we show in
fig. 5 pulses from an ionization cluster containing three
electrons .

Behind the split, the signals are fed into a 100 MHz
FADC (DL401 [9]) both directly and through an ad-
ditional delay of 5 ns. In this way the pulse shape is
sampled with 200 MHz. The analog signal of the scintil-
lation counter SC1 is digitized in a similar way . The
signal from CW is also fed into a monitoring oscillo-
scope and, via a discriminator and gate G4, into a
Motorola 68000 processor for enabling the readout of
the FADC memories . The discriminator defines a
hardware threshold for the detection of single electrons .
This is done in order to avoid dead time by unnecessary
readout processes . If after a trigger no read-enable is
produced, an "empty trigger" is counted .

The FADCs are running continuously . They are
stopped, through the action of G1 and the flipflop FF,
by the trigger signal defined in section 2 .1 . The scintilla-
tor signal from SCI is digitized and stored 200 ns before
the stop . Then, after a time set by gate G2, the FADCs
are started again, running for a time interval of 9 .5 Ets,
which is set by gate G3. During this time, the electrons
arriving at the counting wire are recorded. The time
delay given by G2 is adjusted such that the average drift

Fig . 5. Cluster containing three electrons . Event recorded with
the monitoring oscilloscope . Horizontal scale : 200 ris per divi-

sion.
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time falls approximately into the center of the 9 .5 ~Ls

time interval.

2.5. Data taking and data processing

After a trigger followed by a readout enable signal,
the memories of the FADCs are read by the 68000
processor as soon as the gate pulse from G3 stops . In
order to detect electrons, a software threshold is defined
as follows : The signal has to exceed, for at least four
successive time bins, i .e. for at least 20 ns, a level of 3
times the rms noise level. The number of electrons in
each event is determined by the number of signals
recorded above the software threshold and by the num-
ber of "local maxima" within each signal . A local
maximum is defined by three increasing charge samples
followed by three decreasing samples . Using the UV
lamp, it was made sure that double counting of single
electrons is negligible with these criteria . On the other
hand, an efficiency very close to 100% can be reached as
we will show later .

For each electron, the timing and the amplitude of
the pulse maximum is determined on line. However,
also the complete FADC content is stored, so that off
line a more detailed data analysis including a "hand
scan" of selected events is possible .
A real-time program calculates cluster size distribu-

tions, time distributions and pulse height spectra . Fur-
thermore, it provides, in a test mode, pulse height
distributions of background, noise and single electrons
from UV photons .

3. Measurements

3.1 . Tests of the method

In order to ensure a good performance of the ap-
paratus, the different components of the instrument
were individually adjusted and tested.

3.1 .1 . The trigger
Fig . 6a shows the spectrum of SCI (SC2 in anticoin-

cidence) recorded with the 90Sr ß-source and with 137CS

and 60Co -y-sources . The latter two sources were used
for calibration of the energy scale. In fig . 6b the pulse
height distribution of SCI is shown for particles fulfill-
ing the trigger condition eq. (2) . Requiring a GM coun-
ter in coincidence, the background from bremsstrahlung
and from PM noise is eliminated . In comparison to the
90Sr ß-spectrum, the maximum of the spectrum shown
in fig. 6b is shifted towards higher energies . This is due
to losses of low-energy electrons by multiple scattering
in the gas between the source and SCI . Fig. 6 shows
that the signals of SCI can be used to determine the
energy of the triggering ß-particles .
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Fig. 6 . Pulse height distributions of scintillator SCl. Spectra
without coincidence requirement (a) and spectrum with GM in

coincidence (b).

3.1 .2. Electron drift and diffusion
Varying the electrical field in the drift region at a

given pressure of the gas under investigation, the drift
velocity was measured as a function of E/p. Good
agreement with published data [7] was found. To check
the transverse diffusion, two additional counting wires
were mounted temporarily left and right of CW (fig . 1) .
It was found that no electrons are leaking out in lateral
direction. The observed diffusion coefficients are con-
sistent with data from ref. [7] . The longitudinal diffu-
sion causes the time spread of the electrons. Fig. 7
shows the drift-time distributions observed in CH4 and
in Ar/CH4 (9 :1). It is seen that losses due to the 9.5 Ws
time window set by G2 are negligible . The widths of the
curves are about 30% larger than expected from longitu-
dinal diffusion alone. This is attributed to the drift-time
dispersion along the path between grid and counting
wire .

3.1 .3. Electron attachment
In order to keep losses due to attachment of elec-

trons to impurities of the gas at a low level, the appara-
tus was constructed of metal and ceramics, and highly
purified gases were used for measurement. The losses
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vary with the drift time t according to the law

N(t) = N(0) e -A `,

A being the attachment rate . In order to investigate
possible losses, the ratio (number of events with elec-
trons detected)/(total number of triggers) was mea-
sured as a function of t . This quantity is a good mea-
sure for attachment : As will be shown later, about 70%
of all clusters contain only a single electron . The drift
time was varied by changing the electrical field in the
drift space. We conclude that the loss is < 1% . The
reduced pressure used in this experiment helps to sup-
press electron attachment, since usually the coefficient
A in eq. (3) is proportional to the gas pressure [10] .

3.1 .4. Resolving time
The shape of the single electron pulses and the

algorithm used for electron counting defines a lower
limit for the time interval in which two electrons can be
counted separately. This limit can be determined using
the observed distribution of the time separation of two
electrons within the same cluster (fig. 8) . We conclude
that the resolving time is about 40 ns.

3.1.5. Single electron detection efficiency
This quantity is determined by injecting UV light at

the bottom of the vessel, as explained in section 2.1 .
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Fig. 7. Arrival time distributions, time scale with respect to the

start of gate G3. (a) CH4, (b) Ar/CH4.
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Fig . 8. Distribution of timing differences At of two succes-
sively recorded electrons.

Fig. 9a shows the charge spectrum of pulses passing the
hardware threshold (section 2.4). Fig. 9b shows the
lower part of this spectrum at an enlarged scale. Some
noise pulses are passing the hardware threshold. Im-
mediately above the noise level, the differential rate is
close to zero and rises steeply for bigger pulse charges.
It is seen in fig . 9b that the software threshold (section
2.5) suppresses the noise completely without affecting
the remainder of the spectrum . We conclude that the
single electron detection efficiency is very close to 100% .

3.2. Measurements of cluster size distributions

In table 1, the gases and gas mixtures used for
measurements are specified. The pressures were chosen
in order to maintain the primary ionization density as
well as the single electron detection efficiency at the
desired level. In C02, an admixture of CH4 was neces-
sary in order to meet the geometrical and timing re-
quirements of the apparatus.

Data were taken in runs of about 24 hours, preceded
and followed by measurements for adjustment and con-
trol of the apparatus. For each gas, the number of
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Fig. 9. (a) Pulse height distribution recorded with photoelec-
trons produced by injecting UV light through the quartz
window shown in fig. 1 . (b) shows, at an expanded scale, the

lowest part of the spectrum, indicated by the arrows in (a) .

events recorded is listed in rows 4-6 of table 1 . Beyond
a certain cluster size nm., which is given in the bottom
row of table 1, the data are accumulated in the overflow
bin. The definition of n m. was adjusted corresponding
to the width of the arrival time distribution. All events
in the overflow bin were scanned by hand (cf. section
2.5) in order to eliminate background arising from
cosmic rays passing through the drift space in coinci-
dence with real events of low electron multiplicity.

Table 1
Parameters of the gases used for measurement. Events (a) refers to the total number of triggers, (b) is the number of events with
electrons recorded, (c) is the number of events in the overflow (n > n__) .

207

Pressure [Torrl
Mixing ratio
Purity (%)

CH4(1)
100

99.9995

CH4(2)

65

99.9995

Ar/CH4

180
9 :1

99.996

He/CH4
275
9 :1

99.999

COZ/CH4

100
1 :1

99 .995

C2H6
100

99.95

C3Hs
100

99.95

i-C4 Hto
65

99.95
Events (a) 126166 60000 52000 24000 20183 6000 6000 4000
Events(b) 14340 5279 7633 2350 2264 1485 1710 1094
Events (c) 54 26 29 15 5 3 4 5
n._ 15 15 18 17 17 15 15 15
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There was no problem to identify such events . The raw
data, i .e . the number of events observed at cluster size n
and in the overflow bin, are subject to corrections which
will be discussed in the next section .

4 . Data evaluation and results

4 .1 . Correction of the raw data

4 .1 .1 . Electron losses
The probability that an electron, after leaving the

CED, produces a pulse above the software threshold is
called the electron detection efficiency e . Contributions
to the inefficiency (1 - e) could come from insufficient
gas amplification, from electron attachment and from
losses by diffusion . All of them are estimated to be
small (section 3.1) . Nevertheless, the influence of possi-
ble inefficiencies has to be discussed .

The true cluster size distribution w(n) is related to
the observed distribution h(m) by the expression

h(m) = Y_

	

m e (1-E)

	

w(n) .	(4)
n=m

In order to evaluate the relation between h and w, we
compute correction factors ct(n) = w(n)/h(n) by re-
placing in eq . (4) the unknown function w(n) by model
functions w'(n) = const n -s . The slopes observed in the
raw data lead us to the following choice :

argon : w'(n)=constn -2 ,

	

(5)

methane : w'(n)=constn -2,6 , (n=1, . . .,19),

= const n -2 ,

	

(n >_ 20) .

	

(6)

The constants were determined requiring Ew'(n) = 1 .
In both cases, we assumed for large n an exponent
8 = 2 . This assumption will be discussed in section 4 .3 .
For carbon dioxide, the correction factors for argon
were used. For helium and for the hydrocarbons we
used those of methane.

Fig. 10a shows cl(n) for e = 0.98 and for e = 0.95 .
The corrections are smaller than the statistical errors of
the data points h (n ) . From the measurements described
in section 3 .1 we deduced e >_ 0.98 . Therefore, no cor-
rection for electron losses is made.

4.1 .2. Resolving time
The resolving time for counting two electrons sep-

arately produces a deficit in electron counting depend-
ing on the cluster size and on the ratio a of the
resolving time to the rms time spread of the arrival time
distribution . The first is given by the t1 t distribution,
fig. 8, the second by distributions of the type shown in
fig. 7 . The numerical values were in the range of a = 0.03
(He/CHQ) and a = 0.06 (CHq ) . In order to account for
this effect, correction factors c 2(n) were calculated . The
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tion for multiple cluster formation .

relation between the observed distribution h(m) and
the true cluster size distribution w(n) is given by the
expression

00

h(m)= Y_ amnw(n) .
n=m

7

The coefficients amn were determined by a Monte Carlo
simulation assuming, in accordance with fig. 7, a Gauss-
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tan time distribution for n electrons arriving . For the
evaluation of cz(n)=w(n)/h(n) the model functions
eqs. (5) and (6) were inserted in eq . (7) . Results are
shown in fig. 10b . The correction also affects the con-
tent of the overflow bin, since some events recorded in
the range n > 12 are shifted to the overflow. For practi-
cal reasons; the summation in eq . (7) was stopped at
n = 35 . This has no influence on the accuracy of cz (n ).

4.1 .3 . Edge effects
The boundaries of the active part of the CED, de-

termined by the width of the slit shown in fig. 2 and by
the field configuration in this part of the apparatus, give
rise to edge effects . Due to the range of the electrons
produced in the primary ionization process, in some
events only a fraction of the ionization cluster is trans-
ferred to the drift space . As a consequence, some events
with large cluster size are observed as events with
medium or small cluster sizes . In order to correct for
thus effect, we assume #z that the electrons forming an
ionization cluster of size n are, on average, homoge-
neously distributed in a sphere with radius R' =
0.5R(n), where R is the extrapolated projected range of
electrons causing a cluster of size n . The detected part
of the cluster is set equal to the fraction of this spherical
volume falling into the active part of the CED. Both
ionization acts inside and outside this region are taken
into account .

The range of very low energy electrons (E = 50 eV-
1 keV) has been determined experimentally by Cole
[12] . From these data, R(n) is deduced using the rela-
tion n = El W, with Wo the average energy required to
produce an ion pair . For Wo we used table values [13] .
For the He/ CH, mixture, we assumed Wo = 28 eV
taking into account the Jesse effect [14] which will be
discussed in the next section. The effective length Ox of
the active part of CED was determined by comparing
the fraction of "empty triggers" with the primary ioni-
zation densities determined by Rieke and Prepejchal
[15] . The results are in the range t1x = 0.3, . . . , 0 .4 mm,
depending on the applied voltages . On this basis, matrix
elements a,� n, to be inserted in eq . (7), were calculated .
The correction factors c 3 (n) (fig . 10c) were determined
in the way described above for c,(n) and cz(n) . In this
case, the summation in eq. (7) was stopped at n = 66,
corresponding to E = 1.5 keV. These corrections ap-
plied, the data recorded with CH, at 100 and at 65 Torr
are in mutual agreement .

2 This assumption can be justified by the observation that
the scattering of a electrons of a few 100 eV is dominated
by elastic and inelastic scattering on atoms and molecules .
In contrast to Coulomb scattering on atomic nuclei, the
atomic and molecular scattering in this energy range is
more or less isotropic. The cross sections are of the order of
a few times 10-16 cmz [11]

H Fischle et al. / Ionization cluster size distributions

4.1 .4. Multiple cluster formation
In spite of the low pressure used in this experiment,

there is a fraction of events with N > 1 clusters gener-
ated in the active part of the CED. This modifies the
expectation for the observed cluster size distribution
h(n) according to Poisson-probabilities P(N, N):

h(1)=P(1, N)=w(1),

h(2)=P(1, N)w(2)+P(2, N)[w(1)_

	

]2,
h(3) P(1, N)w(3)+P(2, N)2w(1)w(2)

+P(3, N)[w(1)] 3 ,

The mean value N is determined by the fraction of
"empty trigger" events : P(0, N)=exp(-)V) . Inserting
into eq . (8) the model distribution functions given by
eqs . (5) and (6), correction factors c4(n) = w(n)/h(n)

are computed . The results are shown in fig. 10d .

4 .2 . Evaluation of gas mixtures

209

The results obtained with gas mixtures are analyzed
assuming that the cluster size distribution W12(n) of a
mixture of gases 1 and 2 is related to the distributions
wl(n) and w2(n) by the simple relation

W12(n) = ,~~

	

z
+~rz wt(n) + -wz(n) .

	

(9)
7

irl and iTz are the partial pressures of the components 1
and 2, multiplied by the specific primary ionization
cross sections [15] . Eq . (9) does not take into account
that secondary ionization in gas mixtures may involve
physical process which are absent in the corresponding
pure gases. Such processes are very pronounced in
helium (Jesse effect) . In presence of an admixture X, the
reaction

He(21S) + X - He(11S) + X++ e-	(10)

takes place and modifies strongly the secondary ioniza-
tion yield [14] . If the concentration of X exceeds a few
times 10-4 , Wo changes from 46 (pure He) to 28 eV,
rather independently of the chemical nature and the
concentration of X . This number was already used in
the previous section . We conclude that eq. (9) can also
be used for He/ CH, keeping in mind that the result
presented here for He will refer to "He with some
admixture" . This is fully adequate for the study of
counting gases.

According to arguments given in ref. [4], a reaction
of the type (10) is not expected to be important for
Ar/CH4 mixtures. Also in COz/CH4 we do not expect
strong deviations from eq . (9) .
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4.3. Results

Fig. lla-d and table 2 show the results for methane,
argon, helium, and C02, all corrections applied. The

c
3

10 3

10 5

10

10 5
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data for Ar, He and Cot have been evaluated using eq .
(9). The full lines are eye-fits through the data . The
dashed line is the proposed extrapolation of our data
towards higher values of n . It was obtained as follows:

10 3

10 5

Ar

Fig. 11 . Experimental results for cluster size distnbutions w(n) . Full line : eye-fit through the data points. Dashed line : Rutherford
tail, prediction by the model described in section 4.3. The curve in (e) is identical to the curve in (a). The errors of the data points for

C2H6 and for i-C4 Hlo are similar to those of C3Hs.
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e)

Fig. 11 (continued) .

1

	

(n'+1)1, da
4(n ) - Otot

	

dE dE .
tot n'I,
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n

The fraction of events with energy transfers large enough
to ionize n' electrons (and not more) is

to is the ionization potential of the atom (molecule),
do/dE the differential energy transfer cross section per
atom (molecule) and atot is the total primary ionization
cross section. At a given n', we assume that ionization
clusters are produced according to a binomial probabil-
ity distribution . We then obtain the following expres-
sion for w(n) :

w n

	

4(n' )( n )P"(1 -P) n, -"

	

(12)
n '=n

The probability p = n/n' is set to p = 101WO . In
order to obtain a numerical prediction for w(n >_ 20),
we used for atot the experimental values of Riecke and
Prepejchal [15] and for da/dE the Rutherford cross
section, eq. (1), multiplied by the effective number of
electrons per atom (molecule) . All electrons are taken
into account except the K-electrons of Ar whose bind-
ing energy (E k = 3.2 keV) is far beyond our range of
interest . The results are presented in the bottom row of
table 2 and as the dashed lines in fig. lla-d . The gap
between nmax and n = 20 is closed by extending the eye
fit . The extrapolation fits well our data points . More-
over, the observed overflow (corrections applied) agrees
with the predicted overflow as shown in table 3 . This
can be considered as a justification of the assumptions
made above .

In order to facilitate practical applications of our
results, e .g . in the simulation of particle tracks, we
include in table 2 numerical values corresponding to the

(11)

	

full lines in fig . 11 . In brackets, the proposed values for
the extrapolation of our measurements are given .

Table 2
Cluster size distributions w(n) ; (a) data points : (b) numerical values referring to the full lines in fig . 12 . In brackets extrapolation of
the data for n > rim_ according the the model described in section 4.3 . All numbers in percent .

n CH4

(a) (b)

Ar

(a) (b)

He

(a) (b)
Co,
(a) (b)

1 78 .7 +1.20 78.6 65 .6 ±1 .58 65 .6 76 .7 +4.23 76.60 73 .0 +2 .8 72.50
2 11 .9 ±0.35 12 .0 14 .8 ±0.67 15 .0 11 .9 ±1.46 12.50 16 .2 +1 .2 14.00
3 3.24±0,16 3.4 6.49±0.45 6.4 4.80±0.63 4.60 3.80+0.4 4.20
4 1 .34±0.09 1 .6 3.37+0.25 3.5 1.61+0.31 2.0 2.00±0.3 2.20
5 0.98±0.09 0.95 2.44±0.19 2.25 0.79±0.26 1.2 1.10±0.20 1.40
6 0.55±0.07 0.60 1 .41±0.14 1 .55 1.04+0.31 0.75 1.47+0.26 1.00
7 0.57±0.07 0.44 0.78+0.10 1 .05 0.63+0.21 0.50 0.60 ±0.14 0.75
8 0.27+0.05 0.34 0.95 ±0.11 0.81 0.10+0.09 0.36 0.84±0.19 0.55
9 0.29±0.04 0.27 0.63±0.09 0.61 0.23±0.16 0.25 0.52±0.13 0.46

10 0.20±0.03 0.21 0.62±0.10 0.49 0.15±0.11 0.19 0.20±0.08 0.38
11 0.16±0.03 0.17 0.42±0.08 0.39 0.12±0.11 0.14 0.42+0.14 0.34
12 0.13±0.03 0.13 0.28±0.06 0.30 0.21±0.10 0.10 0.21±0.08 0.28
13 0.10+0.02 0.10 0.18±0.05 0.25 0.37+0.17 0.08 0.25±0.10 0.24
14 0.12±0.02 0.08 0.23±0.07 0.20 0.08+0.07 0.06 0.38+0.13 0.20
15 0.06±0.02 0.06 0.17+0.05 0.16 0.04+0.04 0.048 0.21+0.10 0.16
15 (0.050) 0.14±0.05 0.12 0.00±0.04 (0.043) 0.09±0.06 0.12
17 (0.042) 0.06+0.03 0.095 0.04±0.04 (0 .038) 0.13±0.07 0.09
18 (0.037) 0.05+0.02 0.075 (0 .034) (0.064)
19 (0.033) (0 .063 (0 .030) (0 .048)

_>20 (w(n)=11 .9/n2) (21.6/n 2) (10.91n 2) (14.91n2)
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Table 3
Overflow data ; measured overflow (n >nm_) from table 2,
corrections applied, and predictions from the model described
m section 4.3 .

CH4 Ar He CO,

Measured [%]

	

1 .05±0.14

	

1 .06±0.22

	

1 .7±0.7

	

0.6±0.3
Predicted [%]

	

0.77

	

1.13

	

070

	

0.87

The results for ethane, propane, and isobutane are
presented in fig . 11e . The full line is the same as in fig.
lla (methane) . The data points show no significant
deviations from the full line suggesting that the CH4
data in table 2 can also be used for the other hydro-
carbons .

In order to investigate a possible energy dependence
of w(n), the data samples of CH, and Ar/CH 4 were
divided into two subsamples : One reaching from 0.75
MeV to 2 MeV and containing essentially minimum
ionizing particles (/3 = 0.95), and one sample containing
the data in the range of 250-750 keV (/3 = 0.85) . No
differences m w(n) are observed.

5 . Discussion and conclusions

The results obtained with the gases investigated here
show that the cluster size distributions of very light

H. Fischle et al. / Ionization cluster size distributions

Fig . 12 . (a) Comparison of the data for argon with the predict-
ion of Lapique and Piuz [4], full line . (b) Comparison of the
prediction [4], instrumental effects taken into account, with the

raw data h(n) recorded with Ar/CH4 (9 : 4

elements contain a larger proportion of single electron
clusters than those of more complex atoms . The effect is
not very pronounced, w(l) changing from 0.79 for
methane to 0.66 for argon .

Earlier experimental investigations of w(n) have been
carried out by Wilson [2] and by Beekman [31 using a
cloud chamber method . The results differed consider-
ably from each other . Correcting Wilsons data for diffu-
sive effects, the discrepancy could be removed [16] .
Beekman obtained with 320 keV electrons in air w(1) _
62%, w(2) = 20%, w(3) = 9%, w(4) = 4%, w(5) = 2% and
w(n >_ 6) - 3% . These results are similar to those ob-
tained for argon in the present work.
A comparison of the argon data with the calculations

of Lapique and Piuz [4] is shown in fig. 12 . Our data
point for single electron clusters, w(1) = 0.656 ± 0.016,
is considerably lower than the predictions w(1) = 0.802
and 0.841, respectively, depending on the model . More-
over, our data do not reproduce a salient feature of that
calculation, namely the pronounced bump in the distri-
bution near n = 10 . According to our estimates, the
bump could not have been washed out in the data by
instrumental effects . Inserting the distribution w(n) ob-
tained by Lapique and Piuz in eqs. (7) and (8) and using
the same matrix elements a,�� as before, we obtain the
line shown in fig . 12b . The bump should have been
clearly visible in the raw data of this experiment .

The physical reason for the maximum in the theoret-
ical curve is an increased probability for energy trans-
fers above E = 250 eV, the 1, 11 .� , absorption edge of
argon. It is predicted that at this energy transfer prefer-
entially an L electron is knocked out . Subsequently, the
argon atom emits an Auger electron from the M shell
with an energy Ek�, = 200 eV capable to ionize about
nine further atoms . The formula of Chechin et al . [5]
which was used in ref. [41 predicts that the differential
cross section da/dE is essentially proportional to the
distributed oscillator strength f,(E), which is in turn
proportional to the photon absorption cross section :

f~(E) = a,,(E)/1 .097 x 10- lbz.

	

(13)

The absorption of a virtual photon of energy E is
treated as the absorption of a real photon of the same
energy . Consequently, the bump in fig . 12 reflects the
well known L absorption edge of argon . We note that
the underlying assumption connecting da/ d E and
fc (E) is usually made in the theory of ionizing atomic
collisions [17], specifically if numerical results are to be
obtained [18] . Our data suggest that thus treatment may
not be appropriate for describing ionization by relativis-
tic particles .

In the following, we consider an alternative model
for the derivation of w(n), not using the photon absorp-
tion cross section as an input . We start from measured
spectra of electrons produced in ionizing collisions .
Such data are available for argon [19], methane [20] and



Fig. 13 . Comparison of the experimental data for w(n) with
the predictions of the model described m section 5.

helium [211 . The kinetic energy T and the differential
cross section da/dT are inserted into eq . (11) replacing
the energy transfer E and do/dE. In order to account
for the changed energy definitions, the lower and upper
limits of the integration are changed to (n' - 1)I, and
n'Io, respectively . a,., is replaced by the integral over
the experimental spectrum do/dT. Inner-shell ioniza-
tion considering the L shell in Ar (EL = 250 eV) and the

Table 4
Experimental results for the probability w(1) of single electron
clusters and predictions of the model described m section 5

Ar He CH4

Measured [To]

	

65.6±1 .6

	

76.7±4.2

	

787±1.2
Predicted [%]

	

67.9

	

76.1

	

79.6
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K shell m C (EK = 270 eV) is taken into account in the
following way : We estimate the probability for energy
transfers in excess to EL (E K) using eq . (1), normalized
to the total primary ionization cross section [151 . For
energy transfers exceeding this threshold, we assume
that inner and outer-shell ionization take place with a
probability proportional to the number of electrons
available in those shells. For the total probability of
inner-shell ionization we obtain 1% in argon and 0.24%
in methane. In these cases, an Auger electron is emitted,
in addition to the primary electron carrying the excess

of the energy transfer over the binding energy . For use
in eq. (11), da/dT is modified correspondingly. Finally,
w(n) is computed using eq . (12) . The results are shown
in fig. 13 . Although the model neglects many of the
finer details of atomic physics considered in ref. [41, the
agreement with the data is surprisingly good . Also the
probability of single electron clusters is well repro-
duced, see table 4 #3 .
We conclude that our measurements give results on

the size distribution of ionization clusters which can be
used in the design of instruments for particle physics.
Our results should also be of interest for some questions
of micro-dosimetry. In addition, the data seem to shed
new light on the physics of the ionization process.
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