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@ System Equation (Equation of Mo‘rion)ﬁ.—i

process noise from

(& — 1) 1o (k)

true state vector at ( k;)

true state vector at (k)

Assume that process noise is
random and unbiased



@ Measurement Equation
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measurement noise

true measurement vector

at (k — 1)

measurement vector at (k)

Assume that measurement
noise is random and unbiased




Example 1 : Ballistic Missile (Original Application)

ak:(w) Wg—-1
P/

Position and momentum at (k)

Random turbulence between (L Al 1)and (k)
my €

posi’fion and velocity measured
with a radar at (k)

Measurement error of radar



Example 2 : Tracking in HEP Experiments

tan A/

Helix parameter vector at (k) _
Multiple scattering between (% 8 1) and (k)

ey €L

Measured hit point at (k) _
random detector noise



Notation

(a! : extimate of ay; using measurements up to (%)
(a; = ay, for simplicity of notation)
C, : covariance matrix for a®
il g i T
; e = ((af —apg)(al —ans)”)
rt : residual
3ol i
ri. =my — hi(a})
R; : covariance matrix for r%
0 i
\ ki <rkrk >




B What We Need = Recurrence Formulae

Machineary to do:
(i) Prediction

{mk/; ]C/ < k} — Ak >k . future
(ii) Filtering
{my; ks k} — agnzp : present

(iii) Smoothing

{mp; k' <k} — agi@p : past






B State Vec’rc_)r'

aZ_l = fr_1(@r_1)

ExTrap_old’rio__n Error
B Covariance Matrix . A Process Noise




B Residual

TZ_l = A0 hk(allz_l)

; , Extrapolation Error
B Covariance Matrix

Lid ko1 ¢4T
R~ = v+ HAGK ]

Measurémem‘ H 48 8hk
Noise T aak—l
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B State Vector New Pull
a, = CI,Z !
Kalman Gam Matrix

| L
K, = C{'H[(Vy+HC{'H])
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already calculated in the prediction step



Sk

B Covariance Matrix st o

Ck — (1 — Kka) Cl,:_l

Wthh to use depends on The Imppovemenf fr'om

dimensions of state vector New Measurement at (k)
and measurement vector



B Residual
T

my, — hy(ay)
= (1 —-HpKp)ry
B Covariance Matrix
Hiy = o B KV

Measurement

Noise Gain due to Information from

previous measurements
B Chi Square Increment

AT oTaee TZRlzlrk ]
= TGt (e, af T (CEE) (an—a}™)






B State Vector New Pull

Smoo‘rhmg Matrix

A = GV (6)

~ already calculated in
* the prediction step
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alr'ead-y calculated in the prediction step

already calculated in the filtering step
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It is instructive to compare filtering and smoothing formulae

New Pull

Smoothing




B Covariance Matrix Improvement from
Measurements at (kK +1 ~ n)

1

negative definite

n n: k o i
=G+ A (CiaCi ) A

already calculated in
the prediction step

already calculated in the prediction step

already calculated in the filtering step



B Residual

mn
T

my — hi(ay)

= Tr —Hk(CLZ“ —ak)

B Covariance Matrix

Ry Ry, — Hp Ay ( Z+1 g7 C£+1> AZI’I%
= V- H,CyH;

Measurement

Nois . :
s Gain due to Information from

other measurements






Machineary to eliminate measurement (k)

B State Vector Pull we want to eliminate

a;” = ay + K" (my — hi(ay))
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Kalman Inverse Gain Matrix

already calculated in the prediction step
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already calculated in the smoothing step



B Covariance Matrix for state vector

N %
C

(1- Ky Hy)Cy 1
(@' H{c.H,

alr'e&dy calculated in
the prediction step

already calculated in the smoothing step

B Covariance Matrix for residual

R =V, +H;,Cy*H;,






B Typical Procedure for Tracking

(1) = (@ - <k>+'-"773?>°5
fll’rermga allj % k :
/ ‘ A / ‘ / ‘ P ol /
pred|c‘r|on
<1>--+<k> kR S 1) < (n)
<—ak<—ak+1<— 4—a 14_c|1,|,|n
smoothing a

B Extrapolation

n o4 Tl s n
a, —>an+1 — asp A, — Qcy) €= a,
prediction prediction



@ Alignment, Resolution Study, etc.

Need to eliminate point (/)
(1) veeenns (k—1) (k) (kK+d)e: e (n)

‘ Inverse Kalman Filter

a",;’* Reference Track Param.

v

h;. (aZ’*) Expected Hit Position

v

’I“Z* = My — hk(az*) Residual to Look At



