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A B S T R A C T

For the International Large Detector concept at the planned International Linear Collider, the use of time
projection chambers (TPC) with micro-pattern gas detector readout as the main tracking detector is
investigated. In this paper, results from a prototype TPC, placed in a 1 T solenoidal field and read out with
three independent Gas Electron Multiplier (GEM) based readout modules, are reported. The TPC was exposed
to a 6 GeV electron beam at the DESY II synchrotron. The efficiency for reconstructing hits, the measurement of
the drift velocity, the space point resolution and the control of field inhomogeneities are presented.

1. Introduction

Time projection chambers (TPC) with micro-pattern gas detector
(MPGD) readout are under study for a number of projects in particle
and nuclear physics. One such project is the International Large
Detector (ILD), a detector concept for the planned International
Linear Collider (ILC). A TPC is foreseen as ILD's main tracking
detector, operated in a magnetic field of 3.5 T . The combination of a
large instrumented volume, delivering many three-dimensional space
points, with a single point resolution of the order of 100 µm makes this
an attractive and very powerful option.

A traditional TPC readout with wires would not be able to easily
reach this level of resolution. The main reason for this is that the
spacing between the wires in the readout module is of order of a
millimetre, which in the vicinity of the wire causes the electric and
magnetic fields not to be parallel for a similar distance. Because of

E B
⎯→⎯

×
⎯→⎯

effects, distortions are introduced in the drift paths of the
electrons. This spreads the signal electrons along the anode wire
introducing an angle which limits the achievable resolution [1].
MPGDs circumvent this problem since the typical length scale of the
amplification structure is of the same order as the anticipated resolu-

tion, thus reducing the E B
⎯→⎯

×
⎯→⎯

effects significantly.
The LCTPC collaboration [2] is investigating the design of such a

TPC. Within the collaboration two technical solutions for the gas
amplification are being pursued: gas electron multipliers (GEM) [3]
and Micromegas [4]. They are combined with either a traditional pad-
based readout, or with the direct readout by the Timepix chip [5]. In
this paper, results are presented from a study of a prototype time
projection chamber equipped with a GEM-based readout combined
with a pad plane with pads of pitch size 1.26 mm×5.85 mm.

The performance requirements for the TPC are determined by the
requirements coming from the scientific program at the ILC [6]. The

detailed study of the properties of the Higgs boson, for example,
requires the precise determination of the momentum of charged
particles. The TPC alone has to provide a momentum resolution of
Δ p(1/ ) = 10 GeVT

−4 −1. This translates into a single point resolution of
∼100 µm over the full drift length of 2.35 m. With ∼200 position
measurements along a particle track, the TPC offers excellent pattern
recognition capability and a tracking efficiency close to 100% down to
low momenta. In addition, a TPC is capable of providing particle
identification information via the measurement of the specific energy
loss E xd /d .

Based on these requirements, a TPC using GEM foils for gas
amplification has been developed. In this paper, measurements taken
with a large prototype are reported, where a large area is instrumented
with several readout modules, and the geometry was chosen to be close
to the final system planned for the ILD TPC. The prototype chamber
has been exposed to an electron test beam in March 2013.
Fundamental parameters like point resolution and drift velocity have
been measured. Particular emphasis of this study is placed on the
determination and treatment of the boundaries between modules,
corrections for field distortions, and the demonstration of an alignment
procedure based on data for this geometry. The measurements shown
in this paper expand earlier work reported in [7].

In the following, the prototype and the test beam facility at DESY
are introduced, the reconstruction methods used are described and the
results of the test beam campaign are reported.

2. Prototype time projection chamber

The study was done with a prototype TPC, which has been built as
part of the EUDET [8] and the AIDA [9] projects as a shared
infrastructure.

Fig. 1. (a) View of the field cage inserted into the magnet and equipped with the 7-module endplate. (b) Three GEM modules were installed in the endplate, visible in the picture as the
shiny surfaces (seen from the inside of the TPC). The other openings are filled with so-called dummy modules.
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2.1. The field cage

The TPC consists of a field cage, a cathode and an anode, containing
the readout. The field cage has a cylindrical shape of 77 cm outer
diameter and a total length of 61 cm. The maximum drift length in the
sensitive volume is nearly 57 cm. The cathode is unsegmented and can
provide over 20 kV of cathode potential. The field cage contains
concentric electrode strips on the inside, which grade the potential
from the cathode to the anode. The strips have a width of 2.3 mm and
are separated by 0.5 mm wide gaps. The potential of each strip is
defined by a cascade of surface mount resistors, soldered to the field
shaping electrodes. Separated by a 50 µm thick Kapton® foil, an
identical set of electrodes, shifted by half a period, provide mirror
strips and ensure that the distortions introduced from the ground
potential present on the outside of the field cage are minimised (for
more details see [10]).

An anode endplate made from aluminium was developed at Cornell
University. It can support up to seven geometrically identical readout
modules, arranged in three rows (see Fig. 1a and b). All rows have the
same radius of about 1.5 m so that all modules have the same shape
and are interchangeable. Each module is slightly wedge-shaped and has
a size of approximately 23×17 cm. Precise alignment between the
modules and the endplate is provided by a set of two precision
alignment pins. The modules are inserted from the inside of the field
cage, and are pulled against the endplate, where gas tightness is
ensured by an O-ring. The spaces between the modules and the wall
of the field cage are filled with copper electrodes, which have the same
height as the GEM modules, to provide a flat and electrically uniform
surface towards the inside of the TPC.

2.2. The GEM module

The modules themselves are built around an aluminium frame,
which is responsible for the overall mechanical stiffness. This frame
houses the O-ring and the alignment pins. A readout pad plane
(Fig. 2(a)) is glued to the aluminium frame. The pad plane was
designed in such a way that the inside of the module is covered to
nearly 100% with pads. The pad plane is realised as a multi-layer
printed circuit board. Electrical lines connect each pad to a set of 152
miniature 40-pin connectors [11] on the back side of the pad plane, to
which the readout electronics are connected. For the measurements
reported in this paper, pads at a pitch of 1.26×5.85 mm were used, with
an actual pad size of 1.06 mm×5.65 mm. A full pad plane in this
granularity has 4828 wedge-shaped pads arranged in 28 circle seg-
ments (rows), which share the same origin.

The amplification system consists of a triple GEM stack. The GEMs
are custom-tailored to have the same wedge shape as the modules, as
shown in Fig. 2b. They are based on the well proven CERN GEM design
with 50 µm insulator thickness. The distance between adjacent holes is
140 µm, the hole diameter is 70 µm. The double conical holes are
arranged in a hexagonal pattern. To limit the charge transfer in case of
a discharge in a GEM, the side of the GEM facing the pad plane is
segmented into four sectors. The side of the GEMs facing inside the
TPC volume is unsegmented to minimise electric field distortions in the
sensitive volume. Electrically, all sides and sectors of each GEM are
powered individually and are protected by 10 MΩ resistors.

The GEMs are glued to a ceramic frame. This frame provides
mechanical stiffness to the GEM and, at the same time, acts as a spacer
between the GEMs in a stack. The frames have a thickness of 1.4 mm ,
and the individual partitions have a width of 1 mm. The partitions
coincide with the electrical separations on the GEM. By stacking up
several of these frames, as illustrated in Fig. 3a, different spacings
between the GEMs can easily be realised. The frames are sufficiently
stable and provide enough support to ensure a flat GEM surface,
without applying large mechanical tension (for details see [12,13]). The
glueing of the frames to the GEMs was done in a semi-automatic setup

with a glueing robot, which dispensed glue in a carefully metered way.
This is a particularly important step as the integrity of the glue joint
between the GEM and the ceramic frame, and between the readout pad
plane and the ceramic frame, is an integral part of the high voltage
system. Failures of this glue joint can lead to discharges from the GEM
surfaces to ground or to the high voltage connections, which are
present outside the modules. In addition, glue spillover into the nearby
GEM holes can lead to a reduced high voltage stability in these areas.

All high voltage connections of a GEM are brought to the outer radius
of the GEM. They are then connected with flat Kapton cables to the pad
plane, through which they are routed to two multi-pin high voltage
connectors at the top side of the module, as can be seen in Fig. 3b.

The complete readout is formed by several modules. In the final
position, a gap of a few millimetres width separates the modules on the
inside of the TPC. The width of the gap on the top and bottom side
varies between roughly 3 mm and 4 mm depending on the exact
position. The gap on the right and left side is 1 mm wide. These gaps
have a significant effect on the field quality close-by. To control and
minimise these effects, a field shaping electrode is installed on the
topmost ceramic frame of the GEM stack, running along the left, right
and bottom sides of the module.1 The potential applied to this electrode
can be controlled separately. It is optimised to maximise the charge
collection efficiency on pads close to the edge of the modules [14].

Altogether, three identical modules have been constructed and were
installed into the prototype. The other four module openings were filled
with so-called dummy modules, i.e. modules which simply fill the place
of a module with a copper electrode.

2.3. Readout system

The TPC is read out with a modified ALTRO readout system
[15,16]. Each pad is connected to a programmable PCA16 charge-
sensitive preamplifier, which allows to set the gain, the shaping time,
the decay time and the polarity of the pulse [17,18]. For the data
described in the paper, a gain of 12 mV/fC and a peaking time of
120 ns were used. The signal is then digitised with the 16-channel
ALTRO chip, which offers a resolution of 10 bits and an event buffer of
1 k 10-bit words. The sampling rate can be set to 5, 10, 20, and
40 MHz. The system has a footprint of 1 cm2 per channel, which is
significantly larger than one pad. Therefore, the front-end boards are
installed in a separate support wheel in front of the TPC, in which they
are mounted perpendicularly to the endplate to increase the channel
density. The signals from the pad plane are brought via Kapton cables
to the front-end boards, where they undergo amplification, shaping,
digitisation, pedestal subtraction and zero suppression before being
stored in the event buffer. From there, they are transferred via an
optical link to a computer and saved to disk.

The system is run in a common stop mode. Upon receiving a signal
from the beam trigger, after a proper delay, the readout and digitisation
cycle is stopped. It is adjusted in such a way that enough samples are
stored to cover the complete drift including a safety margin, plus 15
samples before the trigger which corresponds to about 750 ns. The
digitisation is run at a sampling rate of 20 MHz, since at 40 MHz the
standard ALTRO chip could not maintain the desired resolution. The
next trigger is only accepted once the output memory has been read out
and cleared. Due to the test beam spill structure and with typically only
a few tracks per event in the TPC, data was taken at about 50 Hz up to
70 Hz.

For the experiment described in this paper, 7212 pads were read
out. They were distributed over the three modules in such way that a
fully instrumented “path” was available across all three modules (see

1 On the top side of the module, the high voltage connections of the GEMs are brought
down on its side to the readout pad plane. Therefore, the field shaping electrode could
not be installed on this side, too. The distortions in this gap are controlled by the field
shaping electrode of the neighbouring module.
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Fig. 4a), including module boundaries and areas where partitions from
the ceramic grids shadow the track signal of the beam.

3. Experimental setup

The prototype has been exposed to an electron beam at the DESY II
test beam facility [19]. DESY II provides electron beams of up to 6 GeV
at a rate of up to several kHz, depending on the chosen energy. One of
three existing beam lines is equipped with the “PCMAG test infra-
structure”. This setup consists of a thin-walled superconducting
solenoid provided by KEK, which can provide a magnetic field of up
to 1 T [20]. The magnet is mounted on a movable stage, which allows

the setup to be moved horizontally and vertically, perpendicular to the
beam line, as well as rotate by ± 45° in the horizontal plane. The stage
can position the device under test with a precision of about 0.2 mm
horizontally, 0.1 mm vertically, and within 0.1° in angle.

The magnet has a bore with a diameter of 85 cm, and a usable
magnetic length of 1.1 m. Since the magnet is not equipped with an
iron return yoke, the field in particular close to the ends of the magnet
is rather inhomogeneous and acquires a large radial component. A
precision field map of the magnet was recorded using a movable
measurement head in 2008 [21,22]. Continuous measurements of the
field strength in a number of locations ensure that overall changes of
the magnetic field can be tracked.

Fig. 2. (a) Readout pad plane including directions of coordinates and (b) GEM foil with ceramic frame support used in the construction of the modules.

Fig. 3. (a) Exploded view of one module showing the sequence of GEM foils and ceramic frames. (b) Partly connected module with one of the high voltage connectors visible on the top
left and some of the Kapton cables for the pad signal readout on the right.

Fig. 4. (a) Profile of the beam, from an overlay of a full measurement run, superimposed onto a drawing of the endplate (seen from the inside of the TPC). The dark area shows the
instrumented area. (b) Configuration of the GEM stack.
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Inside the bore of the magnet, a rail system is installed on which
test devices can be mounted at different positions within the magnet.
The large TPC prototype is supported on a sled, which can move in and
out of the magnet and can be used to rotate the chamber around the
magnetic field axis.

Usually the magnet is positioned perpendicular to the beam. The
walls of the magnet present about 20% of a radiation length, so that an
electron beam of 6 GeV easily penetrates the magnet and the device
under test. A set of four consecutive scintillation counters, of which
each has an area of approximately 2.5 cm×2.5 cm, is mounted about
1.5 m in front of the magnet. The coincidence between them is used as
a beam trigger. In addition, a second set of scintillation counters above
and below the magnet provide a cosmic trigger for tests without beam.

A slow control system monitors environmental parameters, such as
the gas quality and the electric field settings, and is used to deliver
information on the state of the magnet. The slow control system uses
the DOOCS control software [23].

The chamber has been operated for these measurements with a gas
mixture of 95% argon, 3% tetrafluoromethane (CF4), and 2% isobutane
(iC4H10). The gas quality was constantly monitored during the mea-
surement. The gas volume in the chamber was exchanged typically
every six hours, the used gas was vented. For the results reported in
this paper, the oxygen contamination was around 50 ppm, and the
water content in the gas was around 60 ppm. The chamber was
operated at atmospheric pressure. Ambient temperature and pressure
were constantly monitored.

The TPC was usually operated at a drift field of 240 V/cm, i.e. at the
maximum of the drift velocity versus drift field relation for the used gas
mixture. A few measurements were done at a reduced drift field of
130 V/cm, i.e. at the point of minimal transverse diffusion. Fig. 4b
shows the configuration of the GEM stack: The potential across the two
GEMs closest to the pad plane was 250 V, the topmost GEM was
operated at 255 V. The transfer fields between the GEMs were 1500 V/
cm, the induction field between the last GEM and the pad plane
3000 V/cm. The transfer gaps were set to 2 mm , the induction gap was
3 mm high. This operating point has been shown to allow stable
operation at a gain of approximately 2000 for the complete setup.
Dedicated measurements of the gain were done with a small setup
using 10 cm×10 cm CERN GEMs. The parametrised results were used
as input for a simulation of the gain based on electrostatic properties of
the setup [14]. This simulation has been used to estimate the gain
quoted above.

4. Reconstruction methods

The reconstruction and analysis of the data has been performed
with the MarlinTPC [24] software package, which is based on the linear

collider software suite [25–27]. In the following, the different steps and
results will be described.

4.1. Hit reconstruction

Electrons created in the drift volume of the TPC drift towards the
anode. They pass through the GEM stack experiencing avalanche
amplification. At the end of this process a charge cloud drifts from
the last GEM towards the pad plane. The width of the cloud depends on
the initial electron distribution, the transverse diffusion in the gas and
the amplification in the stack. The choice of gas and operating point has
been done in a way that on average more than three pads in a row see a
signal from the charge cloud. These signals created on individual pads
are called pulses. A row-based clustering algorithm is run over the
pulses. The combination of several pulses in a cluster on the pad row is
called a hit. The hits are analysed and their position on the pad plane,
the timing, and the total charge are reconstructed and stored.

For each pad, the charge distribution is measured in dedicated runs
without beam. The mean of this charge distribution defines the
pedestal used for the zero suppression in the readout electronics. The
noise width of the pad is determined from the RMS of the charge
distribution and usually has a value of 1 ADC count or less. To be
selected in the reconstruction, a pulse has to cross a threshold which is
set at 5 times this noise width. To get a complete time evolution of the
signal, 3 time bins before the threshold crossing are saved as well. The
pulse stops if the signal dips below a second threshold, and if at least 5
bins were above the threshold in between the start and the stop bin.
Pulses from neighbouring pads within a row are combined into hits if
they are within a time window of 10 time bins with respect to the time
of the largest pulse. The charge of each pulse is calculated as the sum of
the ADC counts in the bins, from the start to the stop bin. The
coordinate along a pad row is calculated as the average of the charge-
weighted position of all pulses contributing to the hit. The time of the
hit is then determined from the largest pulse in the hit. It is derived
from the inflection point of the rising edge of the pulse.

Technically, the inflection point is determined from a Gaussian
function fitted to the rising edge of the signal plus the four following
time bins. Due to the Gaussian-like rise of the pulse from the shaper,
fitting a Gaussian function to the rising edge was found to work stably
for the electronics and settings used. The inflection point corresponds
to the mean of the Gaussian minus the standard deviation of the
distribution. This method has been shown to be stable and precise,
even in the presence of noise. The time information of the neighbouring
pulses is not used, since it is affected by a number of systematic effects.
They are systematically earlier in time than the central pulse, due to
induced pulses, and also show a strong dependence of the timing
information on the total charge. The charge of the hit is finally

Fig. 5. (a) Number of pads contributing to a hit versus drift distance, for data taken at 0 T and 1 T magnetic field. (b) Hit efficiency per pad row at 1 T. The borders between two modules
are marked with dashed lines. The white areas correspond to rows with dead channels in the readout.
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calculated from the sum of the charge of all pulses contributing to
the hit.

4.2. Track reconstruction

The track finding is based on an iterative Hough transformation
[28]. The track parameters are determined using a “General Broken
Lines Fit” [29,30] on all hits identified as belonging to a track. The
General Broken Lines method is mathematically equivalent to a
Kalman filter. The fit is implemented to allow directly the use of the
Millepede II [31,32] toolkit for track-based alignment and calibration.
Since the material between two adjacent hits represents only 5×10−5 of
a radiation length, this material is not taken into account. The track
model is either a straight line, for data taken at 0 T magnetic field, or a
helix for data taken with magnetic field on. The track parameters are
defined in [33].

4.3. Data quality cuts

Combining all three modules, a maximum of 84 hits can be
reconstructed on one track, corresponding to the number of rows
passed by a track. Due to technical problems, mostly because of faulty
or intermittent connectors, 13 of these 84 rows did not work properly
and were excluded from the analysis. To ensure a good reconstruction
quality, only tracks with at least 60 hits are taken into account. In
addition, all events that contain more than one reconstructed track
have been excluded from the analysis to avoid events with tracks from
interactions with the magnet or field cage wall. Unless noted otherwise,
no further cuts were applied in the following analyses.

5. Results

5.1. Efficiency

In Fig. 5a, the average number of pads contributing to a hit is
shown as a function of the drift distance, without magnetic field and for
1 T magnetic field, respectively. The effect of the diffusion is clearly
visible since it makes the number of pulses increase with larger drift
distance. The effect is significantly reduced once the magnetic field is
switched on.

In Fig. 5b, the hit finding efficiency per pad row is shown for a
measurement at 1 T magnetic field. It is defined as the ratio between
the number of times a pad row participated in a track and the number
of tracks which should have produced a hit on that pad row. In addition
to the data cuts described in Section 4.3, track candidates are only
considered if they geometrically could have the full number of hits,
taking the limited coverage of the endplate into account. No further

fiducial cuts were applied. After these cuts, the efficiency to reconstruct
a hit is close to 100% for nearly all rows. The drop in efficiency to about
96.6% at row 27 is at the transition from readout module 0 to module
3, as labelled in Fig. 4a. Here the distance between these two modules
is ∼4 mm , which causes distortions in the electric field. The distortions
lead to a loss of charge and to a smaller hit-finding efficiency. Between
module 3 and 5 (see Fig. 4a for the numbering scheme), the distance is
only about 3 mm. This leads to smaller field distortions and a much
reduced loss in hit finding efficiency.

5.2. Drift velocity

The drift velocity was determined by moving the stage with the
setup in several well-defined steps along the drift direction and
reconstructing the position of the beam for each step. Data was taken
for two different drift fields, as well as with and without magnetic field.
The results are shown in Fig. 6a. A straight line was fitted to the data
points of each measurement to determine the drift velocity from its
slope. The start of the measurement volume corresponds to the
intersection point of the lines. Fig. 6b shows the deviation of the
measured beam positions from the fit. The errors of the measurements
come mainly from the uncertainty in the position of the stage and to a
small part from the intrinsic accuracy of the reconstruction. The
resulting drift velocities are listed in Table 1, where they are also
compared to the expectations from Magboltz [34] simulation and show
a good agreement.

5.3. Point resolution

Once the drift velocity is known, the hit time can be converted into a
spatial coordinate, to complete the three-dimensional hit coordinate.
The point resolution is calculated in the GEM plane along the pad rows
(rφ), and perpendicular to the GEM plane along the drift direction (z).
The resolution is determined from the width of the residual distribu-
tion. The residuals are defined in the rφ plane as the distance between
the hit and the reconstructed track along the pad row. In the z
direction, the residuals are defined as the equivalent distance along
the drift direction, perpendicular to the readout plate. To get an
unbiased estimate of the resolution, the residuals are calculated both
from a track fit including the hit under study, as well as a track fit
excluding this hit. The best estimate of the resolution is the geometric
mean of the widths of these two distributions [35].

The mean of the distribution of the residuals clearly shows strong
systematic effects (see Fig. 7), which are due to distortions and
misalignment. Near the edge of a module the combined effect reaches
close to one mm in size, but reduces quickly when points closer to the
centre of the module are studied. Distortions are caused by non-perfect

Fig. 6. (a) Beam position versus reconstructed time of the hit signal for 0 T and 1 T for the default drift field of 240 V/cm and for a lower drift field of 130 V/cm at 1 T. (b) Deviation of
each measured beam position from the fitted line through all measured beam positions for the three measurement runs.
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electric fields in particular near boundaries between modules and by
shifts and rotation of the modules relative to their nominal position.
This misalignment results in linear displacements of the hits within one
module. Ultimately, the distortions result in biases of the reconstructed
hit positions, can cause a reduced charge collection efficiency, and
might impact the point resolution. These effects will be discussed in
more detail later in this section.

Corrections are obtained in an iterative process. Alignment is
accounted for by overall rotations and shifts of the modules which
are determined on a module-by-module basis. Distortions are ac-
counted for by systematic offsets, which are determined for each row
individually. They are most pronounced at the edges of the modules.

The alignment parameters are determined for each module in a
right-handed Cartesian coordinate system. It has its origin in the centre
of the circle described by the rows of the readout module, see Fig. 8.
The x-axis is defined as the radial line that crosses the centre of the
endplate. The y-axis is perpendicular to it, parallel to the endplate. The
z-axis is perpendicular to the endplate. As described in Section 2.1, the
modules are arranged on an arc of the same radius in each row.
Therefore, the centre of the alignment coordinate system is displaced
for each module row along the x-axis by the pitch of the module row, so
that the rotational displacement γ describes a displacement along the
arc of that module row. In the alignment, the choice of this coordinate
system is mathematically equivalent to systems that have their origin in
the centre of the respective module and describe rotations around this
centre and translations along the x and y-axes.

The parameters are determined in a two-step procedure. In a first
step, a global fit to the hits is performed, with the alignment constants
as free parameters. For each module, an offset in x and y as well as a
rotation around the centre of its coordinate system is allowed. The z
coordinate is fixed since the measurement is not very sensitive in this
direction. A multi-dimensional χ2-minimisation is performed, using the
Millepede II toolkit to find the best set of parameters. To exclude

influences from E B
⎯→⎯

×
⎯→⎯

effects, the minimisation is done simulta-
neously for all measurement runs taken at 0 T . The obtained alignment
is applied to all measurement runs, with and without magnetic field.
The alignment leads to corrections of the order of 0.1 mm along the x-

axis and the y-axis and a few milliradians along the module row arc.
The mean of the residuals before and after the alignment procedure are
shown per pad row in Fig. 7a for data taken in a 1 T magnetic field.

In a second step, the distortions, i.e. the part of the systematic shifts
in the residuals which cannot be explained by overall alignment
constants, are determined. They are derived per row from the mean
shift of the residuals, after alignment, and applied as corrections to the
data. To ensure statistical independence, the residuals are determined
on a sub-sample of the available data, the rest of the data is used to
measure the effect of the correction. The distribution of the means of
the residuals after distortion correction is shown in Fig. 7b. It is visible
that the systematic shifts of the residuals are close to zero after this
step.

The point resolution σ z( )rφ z/ as a function of rφ and z, respectively, is
described as a function of the drift distance for tracks that run
perpendicular to the pad rows [36] by the following function:

σ z σ
D

N e
z( ) = +

·
.rφ z rφ z

t l
Az/ 0, /

2 /
2

eff
−

(1)

Here, σ rφ z0, / describes the intrinsic resolution in rφ and z, respectively,
of the readout at zero drift distance. For B=1 T and E=240 V/cm, the
longitudinal diffusion D = 0.226 mm/ cml was derived from a Magboltz
simulation. The transverse diffusion Dt was determined from data from
the measured width of the pad response function (PRF) [36]. The PRF
describes the average signal shape measured along the pads in a row.
Its width depends primarily on the diffusion of the charge cloud.

Neff describes the effective number of signal electrons contributing
to the measurement [37]. The term e−Az describes the loss of signal
electrons during the drift due to attachment to gas molecules, primarily

Table 1
Drift velocities for different electric and magnetic fields. The two drift fields chosen
correspond to the maximum of the drift velocity versus drift field relation (240 V/cm)
and to the point of minimal transverse diffusion (130 V/cm) for the gas used. The
simulation has been done using Magboltz [34].

E-field [V/cm] B-Field [T] vdrift [μm/ns] vdrift
sim [μm/ns]

240 0 77.52 ± 0.06 77.02
240 1 77.26 ± 0.04 76.95
130 1 55.12 ± 0.03 55.63

Fig. 7. Mean hit position in rφ with respect to the track position at 1 T versus pad row radius. (a) Alignment correction. (b) Distortion correction.

Fig. 8. Coordinate systems used to determine the alignment parameters for the modules
as explained in the text. The coordinate axis x, y and the rotation γ are drawn for the
central module row (modules highlighted). The dotted horizontal line marks the radial
line that crosses the centre of the endplate and defines the x-axis. The crossings of the
different dashed lines define the centres of the coordinate systems for each row of
modules.
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oxygen impurities, with the attachment factor A being a free fit
parameter.

Following [36,37], the resolution formula for inclined tracks has to
take into account the azimuthal angle α φ ϕ= −pad track with respect to
the normal to the pad row. In the limit of small angles α, the resolution
can be approximated as

σ z α σ z L
N

α( , ) ≈ ( ) +
12

tan .rφ rφ
2

2

eff

2

(2)

Here, Neff is the effective number of clusters collected over the height L
of a pad row.

After all corrections have been applied, the widths of the distribu-
tions of the residuals are used to calculate the point resolution as
described above, on a row-by-row basis. The mean resolution of all
rows as a function of the drift distance is shown in Fig. 9a for the rφ
direction and in Fig. 9b for the z direction.

Using Eq. (1), the measured point resolution is fitted with σ0, Neff
and A as free parameters. The value for the transverse diffusion, Dt, is

taken from measurements. A fit of the function w z w D z( ) = (0) + t
2 to

the measured PRF widthsw at different drift lengths z results in a value
of 0.1032 mm/ cm with a statistical error of 0.0004 mm/ cm for Dt. For
the fit described here the central value of Dt is used.

The results of the fits are listed in Table 2. For very short drift
distances, the charge cloud size becomes similar to the pad pitch,
resulting in a deterioration of the transverse resolution. Therefore, only
measurements with a drift distance larger than 70 mm are included in
the fit. Within errors, the results of Neff and the attachment rate A are
equal for the fits of the longitudinal and transverse resolution. The
values of 39.8 and 39.5 for Neff are similar to the result of a Heed [38]
simulation. The results for the intrinsic resolution σ0 and attachment
rate A are comparable to the results from measurements performed in
2012 and described in [39] with a different GEM-based module. Note
that a finite attachment rate is observed because the field cage had
developed some small leaks resulting in an increased pollution of the
gas with oxygen of around 50 ppm.

Fig. 10a shows the measured point resolution in rφ as a function of
the azimuthal angle α. For this plot, tracks at a drift distance of 10 cm
and 40 cm have been selected. The dependence on the azimuthal angle
shows the behaviour with αtan| | as expected from Eq. (2).

In Fig. 10b, the resolution is shown as a function of the radius of the
pad row. Close to module boundaries the resolution is worse by about a
factor of 2, as a result of the distortions in these regions as discussed
above. The charge collection efficiency is degraded in this region by
about 40% for the pads right on the edge of the module, resulting in a
reduced Neff and thus a worse resolution. As a secondary effect, due to
distortions, the tracks close to the module edges appear to be curved,
thus crossing the pads not perpendicularly but at an angle. Our
measurements show that this angle is at the level of 5° which results

in a resolution degradation of ∼10% according to figure 10a. Additional
points with degraded resolution belong to single broken electronics
channels.

Fig. 11 shows the extrapolation of the point resolution in rφ to a
magnetic field of 3.5 T and a drift length of 2.35 m, as planned for the
ILD detector. For this extrapolation, Eq. (1) has been used. The values
for σ rφ0, and Neff are taken from the fit to the measured resolution, see
Table 2. The transverse diffusion constant at 3.5 T is derived using a
Magboltz simulation to be D = 0.030 mm/ cmt . The upper curve of the
plot shows the result for the measured attachment rate of 0.495 m−1,
the lower curve the extrapolated point resolution under the assumption
of an attachment rate of zero. The σ1 error bands are based on the
errors on the fit of the parameters as listed in Table 2. The required
point resolution of 100 µm can be reached over the full drift length at
the ILD TPC if the gas quality is tightly controlled and impurities are
minimised. In previous experiments it has been shown that an oxygen
contamination of less than 1 ppm can be reached reliably, if proper
measures are taken, e.g. T2K and ALICE [40,41].

6. Conclusion

Readout modules based on a triple GEM stack were operated in a
prototype TPC chamber. The performance of the system was studied in
detail. Stable operation could be established. Significant field distor-
tions were observed close to the edges of the modules, and alignment
effects between neighbouring modules were studied. Based on data,
both distortion and alignment effects were corrected for. The intrinsic
point resolution of the system was measured to be close to 70 µm, with
an increase as a function of the drift distance compatible with diffusion
effects. Based on these results, a time projection chamber using a GEM-
based amplification scheme and a modular readout structure was
shown to perform well. Under the assumption that gas impurities
can be controlled at a level of a few ppm, the proposed TPC with a GEM
based readout system fulfils the requirements for an experiment at the
International Linear Collider.

7. Disclaimer

Any opinions, findings, and conclusions or recommendations
expressed in this material are those of the author(s) and do not

Fig. 9. Point resolution depending on drift length for measurements at 1 T magnetic field (a) in rφ, (b) in z. The fit results are listed in Table 2.

Table 2
Table of results for the fit of Eq. (1) to the measured point resolution in rφ and z shown
in Fig. 9. Dt and Dl are given for a drift field of 240 V/cm and a magnetic field of 1 T.

σ σ rφ z0, / [μm] Neff A [m−1] D [mm/ cm ]t l/ (fixed)

rφ 71.0 ± 1.2 39.8 ± 2.0 0.495 ± 0.097 0.103
z 306.3 ± 0.8 39.5 ± 1.6 0.529 ± 0.084 0.226
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